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Abstract
This thesis focuses on the construction of an optical system with ultra-
thin bendable image sensors in foil, with an emphasis on evaluating
image sharpness and investigating changes during bending of the im-
ager embedded in a foil. The use of such curved image sensors in optical
systems has the potential to greatly improve and overcome disturbing
lens aberrations as well as to use lens complex optics. This thesis also in-
volved a comprehensive literature review of curved image sensors, which
provided insights into the potential advantages and challenges associ-
ated with their use. A hardware and software solution for reading out
image data from the Chip Film Patch (CFP), a special technique to
embed thin image sensors in a foil was also developed, along with data
analysis techniques. Optical simulations and ray tracing were conducted
to determine the optimal design for the optical system. This involved
evaluating different beam paths and curvature configurations to achieve
the best possible image quality. The optical design and construction
process included the evaluation of image sharpness as a function of cur-
vature.
The results of this study provide valuable insights into the design and
construction of optical systems using ultra-thin curved image sensors.
The findings demonstrate that the use of curved image sensors can
greatly improve image quality, particularly at the edges of the image.
Overall, this thesis contributes to the field of optics and sensor technol-
ogy by providing a comprehensive evaluation of the use of curved image
sensors in optical systems. The findings of this study can improve the
development of imaging technologies for a wide range of applications,
including medical imaging and surveillance.
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1 Introduction

Curved image sensors are a cutting-edge technology that has the po-
tential to completely change the field of imaging by enabling higher
image quality and more compact designs. These sensors are designed
to conform to curved surfaces, which allows them to capture light more
efficiently and with greater precision than traditional flat sensors.
These image sensors have the ability to minimize or even completely
eliminate certain optical imperfections of lenses that can impair image
quality. These lens aberrations include spherical aberration, astigma-
tism, coma, curvature of the image plane and distortion, which can be
significantly reduced by utilizing a curved sensor thereby increasing im-
age sharpness.
Curved image sensors also reduce the size and bulk of cameras in addi-
tion to enhancing image quality. This is due to the fact that the sensor’s
curved shape enables a more streamlined design, requiring fewer optics
to correct for aberrations. Despite many advantages of curved image
sensors like reduced aberrations and improved image quality, there are
a few challenges associated with fabricating and integrating curved im-
age sensors such as the need for specialized manufacturing processes
and the potential for increased costs [1]. There are recent advances in
curved sensor technology, including the development of sensors with ex-
treme curvatures and the incorporation of flexible substrates to enable
conformal sensors [1]. Curved image sensors can be highly helpful in
a variety of applications, including consumer electronics, security, and
medical imaging.
This thesis presents the study of the curved image sensors with relevant
optical simulation and ray tracing, determining the hardware and soft-
ware solution for reading out the image data from the Chip Film Patch
and finally design and construction of the optical setup with a single lens
and an adjustable cylindrical bending of the imager foil. The bending
is used to exhibit optimum sharpness across all the pixel area and not

1



Chapter 1
Introduction

only in the center of the sensor.
This thesis is organized into five chapters, including this introduction.
Chapter two gives a historical perspective on curved image sensors and
gives a general overview on Chip film Patch (CFP) and the system in
foil. This chapter also discusses different approaches of manufacturing
of the CFP and also discusses hybrid system in foil. Chapter three dis-
cusses the optical simulation giving a general overview on the WinLens
software, different types of lenses and the simulation to correct the image
sharpness as well as calculation of the radius of curvature. Chapter four
describes the optical setup and reading the image from the CFP while
verifying if the radius of curvature is similar to the theoretical value cal-
culated during the simulation. Finally, in Chapter five, conclusion and
an outlook of the future work is presented.
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2 Overview of curved image
sensors

2.1 History of curved image sensors
Although the idea of curved image sensors has been studied for many
years, it is only recently that the technology has developed to the point
where it is being considered for real-world applications. This section pro-
vides a comprehensive history of curved image sensors, covering signifi-
cant academic works and scientific developments that have contributed
to the current state of the art.

The earliest research on curved sensors dates back to the 1980s, when
researchers investigated the use of curved detectors for X-ray imaging.
Their findings indicated that a curved detector could reduce the amount
of scattered radiation that reached the detector, resulting in clearer and
more accurate images. However, the technology was not widely adopted
due to the complexity and cost of fabricating curved sensors at the time
[2].

In the early 2000s, researchers proposed the concept of using curved
sensors in digital cameras to reduce optical aberrations [2]. They found
that a curved sensor could reduce distortion and other aberrations by
allowing for more precise focusing of light onto the sensor surface. How-
ever, the technology was not feasible at that time due to limitations in
the manufacturing process and the difficulty of integrating curved sen-
sors into camera designs.

In 2012, Sony made an announcement regarding the development of
a curved CMOS image sensor with a radius of curvature of 5 mm. The
sensor was designed to reduce distortion and improve low-light perfor-
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mance. Nevertheless, the sensor was not widely adopted due to pro-
duction constraints and difficulties in integration into existing camera
modules.

In 2017, a team of researchers announced the development of a flex-
ible curved image sensor. The sensor was made from a thin layer of
silicon mounted on a flexible substrate, allowing it to conform to a var-
ious curved surfaces. Compared to traditional flat sensors, the sensor
demonstrated improved light sensitivity and reduced distortion.

Another breakthrough occurred in 2019, when researchers developed a
curved sensor with a radius of curvature of 3.5 mm. The sensor demon-
strated improved image quality and reduced optical aberrations com-
pared to flat sensors [1].

In 2020, further progress was made with the announcement of a curved
CMOS sensor with a radius of curvature of 50 mm. The sensor was de-
signed for panoramic imaging applications and image quality improve-
ment [3].

These recent breakthroughs have led to increased interest in curved
sensors for various applications, including medical imaging, automotive
cameras, and security cameras. The development of flexible substrates
and advanced manufacturing processes has enabled the fabrication of
sensors with extreme curvatures, opening up new possibilities for sensor
design and integration.

In conclusion, the history of curved image sensors is one of gradual de-
velopment and improvement over several decades. Recent advancements
in sensor design and fabrication have led to the development of sensors
systems with enhanced image quality and reduced optical aberrations.
As the technology continues to evolve, we can expect to see even more
advanced and innovations of curved sensors in a wide range of imaging
applications.
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2.2 Applications and advantages of using
bendable image sensors

Bendable image sensors, also known as flexible image sensors, are emerg-
ing technologies that offer unique advantages and open up new possi-
bilities for various applications. These sensors can be bent or curved
without compromising their performance, making them suitable for ap-
plications where traditional rigid sensors would be limited.

One of the key advantages of bendable image sensors is their ability to
withstand bending or curving without breaking, which increases their
durability compared to traditional rigid sensors. This flexibility enables
seamless integration into various form factors, making them suitable for
applications that require conformal or curved surfaces.

The ability of these sensors to capture images in unconventional shapes
or angles provides enhanced sensing capabilities. They can conform to
irregular surfaces, allowing for imaging in tight spaces or non-planar ob-
jects. This feature enables new imaging applications in fields such as
medical diagnostics, robotics, and industrial inspection.

Another advantage of bendable image sensors is their lightweight nature
which makes them ideal for portable devices and wearable technologies.
By reducing weight and size, these sensors enable the development of
compact imaging systems, such as lightweight cameras and augmented
reality (AR) glasses, without compromising image quality. They can
be integrated into a wide range of materials and substrates, including
curved surfaces, plastics, and even fabrics. This versatility unlocks pos-
sibilities for integrating imaging capabilities into everyday objects, such
as smart clothing, flexible displays, automotive interiors, and Internet
of Things (IoT) devices.

Bendable image sensors find significant applications in the medical field.
Their ability to conform to curved surfaces allows for advanced imag-
ing techniques, including endoscopy and minimally invasive surgeries
[4]. Additionally, bendable sensors integrated into wearable devices can
monitor vital signs and provide real-time healthcare monitoring [5].
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The integration of bendable image sensors into consumer electronics has
opened up new possibilities for innovative products. Foldable smart-
phones and wearable cameras are some examples [6]. These sensors
enable seamless user experiences by providing high-quality imaging and
display capabilities on bendable and curved surfaces [7].

2.3 Manufacturing techniques of curved
image sensors

2.3.1 Hybrid System in Foil (HySiF)

Hybrid systems in foil, also known as hybrid electronics, represent a
relatively new technology that combines the benefits of both traditional
printed circuit board (PCB) technology and flexible electronics. Hybrid
systems in foil are fabricated by integrating rigid and flexible materials
into a thin, flexible substrate, resulting in lightweight and high perfor-
mance electronic devices that can be used in a wide range of applications
[8].

One of the main advantages of hybrid systems in foil is their versa-
tility, allowing for a wide range of applications such as medical devices,
consumer electronics, and automotive applications. For example, they
can be utilized to create flexible sensors that can be worn on the skin
to monitor vital signs, or to create lightweight displays for automobile
applications [9].

Durability is another advantage of hybrid systems in foil. Unlike tradi-
tional PCBs, which are rigid and can break easily, hybrid systems in foil
are flexible and can withstand greater degrees of bending and twisting
without breaking. This makes them well suited for wearable technology
and other applications where flexibility and durability are important.

The fabrication of hybrid systems in foil involves the integration of both
rigid and flexible materials. The rigid materials typically consist of
conventional PCB materials like copper and fiberglass, while the flexi-
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ble materials are made from materials like polyimide or other plastics.
These materials are then integrated into a thin, flexible substrate, such
as a polymer film, to create a hybrid system in foil.

One of the main challenges associated with hybrid systems in foil is
the integration of different materials. Because these systems incorpo-
rate a mixture of rigid and flexible materials, there can be issues with
compatibility and reliability. However, researchers are actively working
to overcome these challenges by developing new materials and fabrica-
tion techniques [10]. A specific technique used in hybrid systems in foil
is Chip Film Patch (CFP), which will be discussed in detail in the next
section.

In conclusion, hybrid systems in foil are a promising technology that
merges the advantages of traditional PCB technology with the flexibility
and durability of flexible electronics. They offer a versatile, lightweight,
and high-performance alternative to traditional electronic devices, and
are ideal for use in a wide range of applications. While there are still
some challenges to overcome, the potential benefits of hybrid systems in
foil make them an area of active research and development [11].

2.3.2 Chip Film Patch (CFP) process flow and
approaches

Chip Film Patch technology is a relatively new development in the field
of electronics and engineering. It involves the fabrication of thin films
that are capable of adhering to surfaces, and embedding electronic com-
ponents like sensors and wireless communication modules. These thin
films, known as patches, have various applications, including monitoring
vital signs and tracking physical activity [12].

In 2011, the CFP was developed at the Institute for Microelectronic
Stuttgart (IMS CHIPS). Two concepts are employed in CFP: face-up
and face-down CFP. The labs at IMS CHIPS primarily use the face-up
concept. One of the key advantages of CFP is its compatibility with IC
processing lines, enabling fine-pitch connectivity (10 µm) and large I/O
counts. Figure 2.1 depicts the CFP’s process flow [13].
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Figure 2.1: Schematic process flow of the CFP, 1) depositing adhesion
lowering layer on silicon carrier, 2) polymer coating and cav-
ity opening, 3) face-up chip embedding in cavity, 4) top
polymer coating and surface planarization, 5) via opening,
6) metallization and metal patterning, 7) polymer coating,
outer pad opening, further metallization, and releasing CFP
from temporary carrier. Source: [13].

From Figure 2.1, The process of creating chip film patches starts with
surface treatment. The subsequent steps involve coating polyimide and
the creation of the cavities. A fine placer is then used to insert, ultra-
thin image sensor chips into the previously created cavities, followed
by spin coating of polyimide and BCB (benzocyclobutene) to cover the
embedded chips. After opening of chip pads area, AlSiCu sputtering is
performed onto the BCB layer and lithographically structured to con-
nect the chips to outside pads on the foils. Finally, the pixel region of
image sensors and outside pads are opened using plasma etching [14].
After the completion of the chip film patch fabrication process, the patch
can be attached to a substrate with a variety of materials, including pa-
per, metal or fabric. The attachment is typically done using an adhesive,
allowing the chip film patch to be securely affixed to the desired surface,
such as the skin when used for medical or wearable applications [15]. In
this research, the patch was attached to a bendable metal sheet, which
will be further explained in Chapter 4.
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2.4 CFP Imager Foil and Lens
Specifications

2.4.1 Embedded image sensor specification
The image sensor foil used in this thesis is shown in the Figure 2.3.
This sensor foil was used for the bending tests as well as in the optical
setup developed in this thesis and to evaluate the Radius of curvature.
The relevant specifications of the High Dynamic Range CMOS (HDRC)
image sensor for optical design and simulation are shown in the Table
2.1. These data were obtained from the HDRC- VGA4 data sheet [16]
provided by IMS CHIPS.

Table 2.1: Specifications of the image sensor used [16].

Image sensor HDRC-VGA4 Values
Pixel size 4.6 µm
Resolution Full 768 x 496 pixel
Resolution Region of Interest (ROI) 640 x 480 pixel
Pixel area Full 3.53 x 2.28 mm
Pixel area ROI 2.94 x 2.21 mm

Figure 2.2: A CFP patch with the embedded HDRC VGA4 image sen-
sor. Source: [14]
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2.4.2 Lens specifications
A goal of this thesis is to use an inexpensive and low complex optics with
high light throughput (low f-number). To improve the image formation
by minimizing lens aberrations and increasing image sharpness the addi-
tional degree of freedom of bending the image sensor is to be evaluated.
Various lenses were used and tested in this thesis. After considering the
image sensor and system specifications and the available lenses in Win-
Lens and commercially available, a lens with a focal length of 7.5 mm
and a F# of 1.5 was chosen for the optical system. The f-number is a
measure of an optical system’s capacity to gather light and is calculated
by dividing focal length f by the diameter of the aperture d. In this
case, the diameter of the aperture used in the optical system is 4.7 mm
which is specified in Figure E.4 in the appendix for the 3D-printable
lens holder design and aperture specification. The lens specifications
are shown in Table 2.2, which provides details on the characteristics of
the used and available lens at IMS CHIPS in the study.

Table 2.2: Lens Specifications of finally chosen lenses in IMS CHIPS.

Lens Specs Values
Lens Type Achromat
Diameter 5 mm
Focal Length 7.5 mm
F# 1.5
F# with d= 4.7 mm 1.6

Figure 2.3: 7.5 mm Achromat Lens available at IMS CHIPS. Source:
[17].
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2.5 Summary
"Chip film patch" and "Hybrid system in foil" are two distinct tech-
nologies used in the field of electronics. A chip film patch refers to a
miniaturized circuits or a sensor mounted on a flexible film substrate.
It offers advantages such as compact size, lightweight, and flexibility,
making it suitable for applications like wearable devices and medical
sensors. On the other hand, a hybrid system in foil combines differ-
ent electronic components, including ICs, passive elements, and sensors,
into a single flexible foil-based system. This technology enables complex
functionalities in a compact and flexible form factor, commonly used in
applications like smart cards and flexible circuits.
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3 Optical simulation

3.1 Introduction to the WinLens software
WinLens is a powerful optical design software that is widely used in the
field of optics and lens design. It provides a comprehensive set of tools
and features for designing, analysing, and optimizing optical systems.
With its user-friendly interface and robust capabilities, WinLens has
become a popular choice among professionals and researchers working
in various industries, including aerospace, defence, telecommunications,
and photography.

Optical design involves the creation and optimization of lens systems
to control the behavior of light. This includes designing lenses for imag-
ing systems, such as cameras and telescopes, as well as for non-imaging
applications, such as laser systems, fiber optics, and illumination sys-
tems. The goal is to achieve specific performance criteria, such as image
quality, field of view, resolution, and aberration correction.

WinLens simplifies the complex process of optical design by providing a
graphical user interface that allows users to easily define and manipulate
lens elements, light sources, detectors, and other optical components. It
offers a range of design tools, such as ray tracing, optimization algo-
rithms, and analysis modules, to assist users in creating and evaluating
optical systems.

One of the key features of WinLens is its ability to perform accurate
ray tracing simulations. Ray tracing is a fundamental technique used
in optical design to determine the path of light rays through an optical
system. WinLens utilizes advanced algorithms to trace rays through
complex lens systems, taking into account factors such as refraction, re-
flection, diffraction, and scattering. This allows designers to visualize
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and analyze the performance of their optical systems, identify potential
issues, and make informed design decisions.

3.1.1 WinLens Features and Functionalities

WinLens offers a comprehensive set of features and functionalities that
facilitate the design and analysis of optical systems. Some of the key
features of WinLens include [18]:

Lens Design: WinLens provides a range of tools for designing lenses,
allowing users to specify lens parameters such as focal length, aperture,
and surface curvatures. It supports the design of both spherical and
aspheric lenses, enabling the creation of complex lens systems.

Optical Components: The software offers a library of optical compo-
nents, including lenses, mirrors, prisms, filters, and diffractive elements.
Users can select and configure these components to build their optical
systems easily.

Ray Tracing: WinLens employs advanced ray tracing algorithms to
simulate the propagation of light through the designed optical system.
This enables users to analyze various optical properties, such as image
formation, aberrations, and beam profiles.

Optimization: The software provides optimization algorithms that al-
low users to optimize the performance of their optical systems. By
specifying optimization goals and constraints, users can automatically
adjust system parameters to achieve desired outcomes, such as minimiz-
ing aberrations or maximizing image quality.

Tolerance Analysis: WinLens offers tools for tolerance analysis, allow-
ing users to evaluate the impact of manufacturing and assembly errors
on the performance of the optical system. This helps to ensure that the
designed system is robust and capable of meeting performance specifi-
cations in real-world conditions.
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The importance of optical design software in the field of optics and pho-
tonics cannot be overstated. It accelerates the design process, improves
system performance, and reduces development costs.

3.1.2 Coordinate System in WinLens

A clearly defined coordinate system is essential for accurately modelling
and manipulating optical components and their interactions within an
optical system in optical design software like WinLens. The coordinate
system acts as a foundation for determining the locations, directions, and
sizes of optical components as well as for evaluating their functionality.
We will examine the WinLens coordinate system and its importance in
optical design in this section. In this thesis this coordinate system is
used and all values like object/image distance and object/image height
are related to it.

To specify the locations and orientations of optical components inside
an optical system, WinLens uses a Cartesian coordinate system. Three
axes X, Y, and Z that are mutually perpendicular make up the Cartesian
coordinate system. The optical axis, or direction of light propagation, is
represented by the Z-axis. The X-axis indicates the horizontal direction,
the Y-axis represents the vertical direction, see Figure 3.1.

The principal or chief ray of an object point and the optical axis in-
tersect at the coordinate system’s origin where the lens is positioned as
shown in Figure 3.2.

As we can see in the Figure 3.2, the projection by a round lens has
a rotational symmetry, therefore only the Z and Y axis is sufficient for
ray simulations as shown in Figure 3.3. The object distances have a
negative Z value and Image distances have positive Z values, according
to coordinate system of WinLens.
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Figure 3.1: Cartesian Coordinate system of WinLens [19].

Figure 3.2: Coordinate system with lens and simulated ray fans of two
object/image points (3D).

Figure 3.3: Coordinate system used in simulation showing the Y/Z cross
section of the ray fans (2D).

In WinLens, coordinate transformations are used to specify the location
and orientation of optical components. The component coordinate sys-
tem, which corresponds to each optical component, is its own unique

16



local coordinate system. In relation to the optical system’s global co-
ordinate system, the component coordinate system is specified. The
coordinates of an optical component (X, Y, and Z) in the global coordi-
nate system are used to position it. These coordinates specify where a
reference point on the part, like the center of a mirror or the vertex of a
lens, is located. The component can be positioned precisely within the
optical system by providing the X, Y, and Z coordinates.

Once the optical components are positioned and oriented within the
global coordinate system, WinLens enables the analysis of the optical
system’s performance. This analysis includes ray tracing simulations,
wavefront aberration calculations, and optimization of system parame-
ters.
Ray tracing involves tracing individual rays of light from an object point
through the optical system to the image plane to determine the paths,
intersections, and interactions of the rays with the optical components.
The coordinate system is crucial in accurately calculating the ray paths
and analyzing properties such as image formation, spot diagrams, and
aberrations.

3.1.3 Types of Lenses in WinLens

In this section we look at common types of lenses in WinLens along with
a brief comparison:

Spherical lenses have curved surfaces, and their shape can be de-
scribed by a single radius of curvature. They are the most basic and
widely used type of lenses. Spherical lenses suffer from spherical aber-
ration, which causes different wavelengths of light to focus at different
points, resulting in blurring of the image. These lenses are examined
later in the section.

Aspheric lenses have non-spherical surfaces that help to correct aber-
rations and improve image quality. These lenses are designed with com-
plex surface profiles to reduce spherical aberration and other optical
imperfections. Aspheric lenses are commonly used in high-performance
optical systems where image quality is crucial.

Achromatic lenses are made to reduce chromatic aberration, which is
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brought on by the dispersion of light. They are made up of numerous lens
components produced from various glass kinds with various dispersion
characteristics. The combination of these components aids in bringing
various light wavelengths to a single point of focus, which enhances
colour correction. These lenses were considered in this thesis as image
sharpness was better and are explained in detail in the later stage of the
chapter.

Apochromatic lenses are advanced versions of achromatic lenses that
provide even better color correction. They are designed to reduce not
only chromatic aberration but also other aberrations like spherical aber-
ration and coma. Apochromatic lenses typically use more lens elements
made from specialized glasses to achieve superior image quality.

Telephoto lenses are used to magnify distant objects and are com-
monly used in photography and surveillance applications. These lenses
have a longer focal length than their physical length, achieved through
a combination of lens elements and a telephoto group. Telephoto lenses
allow for a narrow field of view and a shallow depth of field.

Zoom lenses offer variable focal lengths, allowing the user to change the
magnification of the lens without physically changing it. These lenses
use a combination of lens elements that can be adjusted to change the
focal length. Zoom lenses provide flexibility in capturing images at dif-
ferent magnifications, but they tend to be more complex and bulkier
than fixed focal length lenses.

When comparing these lenses, factors to consider include image quality,
aberration correction, focal length range, ease of use, size, weight, and
cost. The optimal choice of lens depends on the specific application and
requirements of the optical system. WinLens provides tools to analyze
and optimize the performance of these lenses based on the user’s design
parameters.
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3.2 Optical Aberrations
Optical aberrations are inherent deviations from ideal optical perfor-
mance that can occur in imaging systems, such as cameras, telescopes,
and microscopes. These aberrations introduce various distortions and
degrade image quality. Understanding the nature of optical aberrations
and developing effective correction methods are crucial for achieving
high-quality imaging results in a wide range of applications. Now, we
will delve into different types of optical aberrations, their causes as well
as in aberration correction techniques.

3.2.1 Types of optical aberrations
Chromatic aberration arises from the dispersion of light, causing dif-
ferent wavelengths to focus at different distances from a lens or mirror.
Figure 3.4 shows the effect of longitudinal chromatic aberration for rays
with different wavelengths parallel to the optical axis. This results in
color fringing and reduced image sharpness. In Figure 3.5 the result-
ing Lateral chromatic aberrations for skewed rays is shown resulting in
different image sizes for red and blue colour. To mitigate chromatic aber-
ration, various techniques have been employed. These include the use of
low-dispersion glass elements or diffractive optical elements in lens de-
sign, as well as the development of apochromatic lenses with enhanced
colour correction capabilities [20]. Achromat lenses correct chromatic
aberration and is explained in the later stages of the chapter.

Figure 3.4: Longitudinal Chromatic Aberration. Source: [21].
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Figure 3.5: Lateral Chromatic Aberration for different distances from
the optical axis. Source: [21].

Spherical aberration occurs due to the differences in focal points for
parallel light rays passing through different portions of a spherical lens.
It leads to blurred images and limits the achievable resolution. Aspher-
ical lenses or specialized corrective elements, such as phase plates, have
been introduced to compensate for spherical aberration and improve
image quality. Additionally, the advancement of computer-aided design
and manufacturing techniques has facilitated the production of more
precise aspheric surfaces [22]. As we can see in the Figure 3.6 for an
ideal lens, rays are focused at a single point and there is no spherical
aberration whereas in the real lens shown in Figure 3.7 there is spherical
aberration as parallel rays are focused at different points. On the image
plane this results in a blurred spot as you can see in the spot diagram
in Figure 3.7 right. There is a focal plane where the blurred spot has a
minimum, this is the Circle of Least Confusion (CLC).

Figure 3.6: Ideal lens with no spherical aberration and its spot diagram.
Source: [23].
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Figure 3.7: Spherical aberration in a real lens and its spot diagram.
Source: [23].

Coma is an aberration that causes off-axis points to appear as comet-
like shapes in images, resulting in a loss of sharpness and detail, see
Figure 3.8. Coma occurs when off-axis rays focus at different points due
to the non-rotationally symmetric incident to the optical elements. To
minimize coma, optical designs incorporating multiple lens elements or
utilizing aspheric surfaces have been employed. Additionally, advance-
ments in computational imaging techniques, such as wavefront coding,
have shown promise in correcting coma aberration [24].

Figure 3.8: Coma Aberration. Source: [25].
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Astigmatism is an optical aberration that affects the focusing ability of
an optical system, resulting in distorted or elongated images. It occurs
when the curvature of the lens or cornea is uneven in different meridians.
In the case of the human eye, astigmatism can lead to blurred vision,
where objects appear stretched or distorted. The effect of astigmatism is
visually represented by point sources appearing as elongated or blurred
lines instead of sharp points. Figure 3.9 depicts two distinct focal points
of rays belonging either to the tangential plane (also name meridional
plane) or the sagittal plane perpendicular to the tangential. This aber-
ration can be corrected using corrective lenses with cylindrical surfaces
that have different curvatures in different meridians. Toric lenses, which
have different powers in different orientations, are commonly used to
compensate for astigmatism and provide clear and focused vision. In
recent years, innovative approaches, such as liquid crystal adaptive op-
tics, have been explored to dynamically correct astigmatism aberration
in real-time[26].

Figure 3.9: Astigmatism. Source: [27].

Astigmatism can have a significant impact on various optical systems,
including cameras, microscopes, and telescopes. It is crucial to correct
astigmatism to achieve accurate imaging and precise measurements. Ad-
vancements in lens design and manufacturing techniques have enabled
the production of highly precise toric lenses, allowing for effective cor-
rection of astigmatism. By addressing astigmatism, optical systems can
deliver improved image quality, sharper details, and enhanced visual
perception in both medical and technological applications.
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Petzval Field curvature describes the aberration in which a flat ob-
ject is not projected into a flat image plane but instead is focused on a
curved surface called the Petzval surface, see Figure 3.10. Astigmatism
is closely linked to the field curvature, since there is mathematical re-
lation between the curved Petzval surface and curvatures of tangential
and sagittal surfaces of the astigmatism aberration. Field curvature can
be corrected by an additional field flattener lens [28]. In this thesis, we
mainly concentrate on improving the astigmatism as the image quality
is affected more by astigmatism than any other aberration.

Figure 3.10: Field curvature plot amended according to [28] and [29].

Geometric Distortion refers to the non-linear mapping of object
points onto the image plane, causing image warping. Common types of
distortion include barrel distortion, where straight lines appear curved
outward, and pincushion distortion, where lines appear curved inward.
Figure 3.11 demonstrates the visual effect of barrel distortion, where
the horizontal lines curve outward. Sophisticated lens designs, complex
lens arrangements, or software-based correction algorithms are used to
reduce or eliminate distortion artifacts [30]. Geometric distortion is not
relevant in this thesis as it can be corrected by software algorithms in
an image processing system.
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Figure 3.11: Distortion. Source: [31]

3.2.2 Consequences and restrictions on optical
simulation and design

All before mentioned aberrations normally superimpose on the projected
image and disturb the image formation process all together. For this the-
sis, with the goal to use a low complex and inexpensive optics with the
additional degree of freedom by the bendable image sensor, some justi-
fied simplifications are being made to reduce the scope of the technical
problem without sacrificing the design goal much:

– An achromatic lenslet was used instead of a single lens in order to
omit the chromatic aberration and is shown in section 3.3.1. The
optical simulations can therefore be done for the monochromatic
case.

– Geometric distortion is not of interest since it is correctable with
image processing algorithms after image acquisition.

– The coma aberration occurring at off-axis object points will be
limited by choosing not wide-angle field of view with moderate
object angles below 15° to the optical axis meaning a field of view
below 30°.
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– The highest remaining contributions for aberrations to be cor-
rected and improved by the bendable image sensor in foil is the
field curvature in conjunction with the astigmatism which is of
most relevance in the optical simulation.

An additional advantage of a curved image sensor is, e.g., in an in-
spection system, that the object can be allowed to be strongly shaped
instead of being mostly plane. This would allow to use a lens with a
low f-number, which have a high capacity to gather light but suffer from
low depth of focus in the object space. This will be studied in the thesis
with cylindrical shaped objects like beverage cans.

3.3 Simulation Results

3.3.1 Simulation using different lenses

Simulation of spherical and aspherical lenses in WinLens, allows for ac-
curate and comprehensive analysis of their optical properties. Spherical
lenses like bi-convex lenses, also known as convex-convex lenses, are
widely used in various optical systems for their ability to converge light
rays and focus them to a specific point. Aspherical lenses are lenslets
composed of two bonded single lenses to reduce the chromatic aberra-
tion to a high extent compared to spherical lenses.

With WinLens, we can create simulation for these lenses and explore
their performance under different conditions. The software provides a
user-friendly interface that facilitates the creation and manipulation of
lens designs.

One of the key advantages of using WinLens for simulation is the ability
to simulate the lens’s behavior with different input parameters. We can
vary factors such as the lens material, radius of curvature, focal length,
object distance and image distances and many more to understand how
these variables affect the lens’s performance. This flexibility enables the
optimization of lens designs for specific applications, such as imaging
systems, telescopes, or microscopy.
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WinLens also allows for the analysis of aberrations, which are optical
imperfections that can degrade image quality. By incorporating aber-
ration analysis tools, the software enables us to evaluate and minimize
aberrations when using different types of lenses. This feature is crucial
for achieving high-quality imaging and precise focusing in optical sys-
tems.
Additionally, we can see comprehensive visualization capabilities, allow-
ing us to observe ray traces, spot diagrams and wavefront aberration.
Spot diagrams in optical simulation are visual representations that show
the point spread of light rays on an image plane, helping to evaluate
the image quality and the effects of aberrations in an optical system.
These visual representations help us understand the behavior of bicon-
vex lenses, identify potential issues, and make informed design decisions.

From the below figures, we can see the simulation using a bi-convex
lens of focal length f = 10 mm available in the lens catalog integrated
in WinLens. The object is placed at distance at Z = -150 mm with a
viewing angle of ±10°, defining the maximum one-sided field height of
the object (Y) and the image (Y’). These values are in the range of the
setup to be evaluated. From the Figure 3.12, we can see rays coming
from two object points (from the left), one on-axis and one at maxi-
mum field height, being focused at two image points on the image plane
(inside red circle).

Figure 3.12: Simulation of bi-convex lens for a focal length of 10mm.
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The full field spot diagrams for this simulation of the biconvex lens in
Figure 3.13, shows spot patterns over one quarter of the image plane
with four distinct image positions (on-axis, bottom, right, diagonal) for
the monochromatic case. We can see that the points of light rays are
spread around a center at the defocus values of ∆Z’ = 0 mm from the
image plane. Figure 3.14 shows the even increased diameters of the spot
diagrams for the chromatic case with 5 wavelengths.

Figure 3.13: Spot diagrams of bi-convex lens for a focal length of 10 mm.

Figure 3.14: Spot diagrams of bi-convex lens for a focal length of 10mm
with 5 different wavelengths.
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In the left plot of the field aberrations graph Figure 3.15 we can see the
sagittal (S-field) and tangential (T-field) components of the astigmatic
aberration (introduced in Figure 3.9) including Petzval Field curvature
(Figure 3.10). The plot shows the field curvatures referring to previous
Figure 3.10. The horizontal axis gives the defocus value ∆Z’ and the
vertical axis the normalized Field Fraction FF = Y ′/Y ′

max.

Our goal is to compromise on both S- and T-fields and reduce the astig-
matism aberration by bending of the image sensor. This is explained in
the later stages of the chapter.

Figure 3.15: Field aberrations of bi-convex lens for a focal length of
10 mm.

Utilizing achromat lenses and simulating in WinLens provides a good
approach to analyzing and designing optical systems compared to spher-
ical lenses. Achromatic lenses, unlike biconvex lenses, are specifically de-
signed to minimize chromatic aberrations by combining different types
of glass with varying dispersions.
One of the advantages of using WinLens for achromat lens simulation
is its ability to accurately predict and analyze chromatic aberrations.
Chromatic aberrations occur when different wavelengths of light focus
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at different points, resulting in color fringing and reduced image quality.
Achromat lenses allows us to minimize these aberrations, resulting in
sharper and more accurate imaging compared to biconvex lenses.
The following Figures represent simulations for an achromat lens for a
focal length of 8 mm available in the building WinLens catalog as done
before for the biconvex lens with same system parameter, spot diagrams
and lens aberration analysis.

Figure 3.16: Simulation of achromat lens for a focal length of 8 mm.

Figure 3.17: Spot diagrams of achromat lens for a focal length of 8 mm.
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Figure 3.18: Spot diagrams of achromat lens for a focal length of 8 mm
with 5 different wavelengths.

Figure 3.19: Field aberrations of achromat lens for a focal length of
8 mm.
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When we compare the spot diagrams for the chromatic case from Figures
3.14 and 3.18, the points are more focused to the center for the achromat
lens compared to the bi-convex lens, where it was more spread out. This
proves that chromatic aberration for different wavelengths is reduced
significantly with achromat lens in comparison to bi-convex lens. The
astigmatism, Figure 3.15 compared to 3.19, is similar for both lenses,
which still has to be corrected and is explained in the later stages of this
chapter. In conclusion, the usage of an achromat lenslet offers significant
advantages over a bi-convex single lens without increasing the system
complexity. This is due to the inherent correction of the chromatic aber-
rations, improved imaging performance, increased design flexibility, and
the availability of achromat lenses with standard focal lengths at only
moderate cost difference to spherical lenses. These advantages make
achromats also a preferred choice in many optical applications that de-
mand high-quality, color-corrected imaging and precision.

3.3.2 Simulation using curved image surface

Field curvature is an optical aberration that occurs when an optical
system, such as a lens, does not produce a flat image plane for objects
located at different distances from the lens. In the context of WinLens,
field curvature is an important parameter that describes the shape of
the image field formed by a lens system. Field curvature in WinLens
is often described in terms of the radius of curvature. If the radius of
curvature is positive, the image field is curved outward; if it is negative,
the field is curved inward. The extent of curvature in the visual field
is described by the radius of curvature’s magnitude. As our main focus
is to minimise astigmatism, which is dependent on S and T-field, Field
curvature is a compromise for both and is explained visually on the right
side in the Figures 3.20 and 3.21: The circle of least confusion (CLC)
which lies in between the T- and S- field aberration curves is compen-
sated by the pos. and neg. values in case of the curved image plane.
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Figure 3.20: Astigmatism showing S and T-field for plane image plane.

Figure 3.21: Astigmatism showing S and T-field for curved image plane.

3.3.3 Image sharpness and radius of field curvature

An essential aspect of optical simulation is image sharpness, which has
a direct impact on the final image’s clarity and quality. As shown in
the previous section the remaining field curvature of the lens is a ma-
jor variable that affect how sharp an image will be. With our premise
of using an achromat lenslet for low system complexity the remaining
radius of the field curvature can be determined in optical simulation so
that the bending of the image sensor can be altered accordingly. By
manipulating the bending radius to the lens’ field of curvature, we can
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control the way light rays converge or diverge on the pixel array, ulti-
mately influencing the focus and clarity of the image formed.

We will have a deeper look into the calculation of the radius of curva-
ture obtained from WinLens data for the lens’ field curvature for plane
objects. This will be combined with theoretical calculations based on
the lens equation for curved objects with a significant expansion in Z
direction since this further influences the image projection and focusing
on the pixel array.

Cylindrical Curved object
WinLens is primarily used for designing and analyzing optical systems,
including lenses, but it does not have the capability to simulate curved
objects. The ray tracing, spot and astigmatism diagrams that are shown
in the previous section are all simulated using a flat object. The objec-
tive for this thesis is also to find the bending radius or the radius of
curvature for a curved object. Since this was not possible using Win-
Lens, we decided to do it in a hybrid approach by numerically combining
simulation data for flat objects from WinLens with results obtained by
the lens equation for curved objects. For this thesis, we have used a
cylindrical object such as a Coca Cola can of radius 30 mm, used e.g.
for print quality inspection. To do this, I had to come up with a sketch
for a curved object and do respective measurements with different angles
and calculate measurements such as object distance, image distance, ob-
ject height and image height. Before that Figure 3.22 gives an overview
on geometry and symbols used for the lens equation 3.1, magnification
3.2 and half-sided viewing angle 3.3 complying with WinLens’ coordi-
nates (Z, Z’, Y, Y’) where f is the focal length of the lens and m the
magnification of the projection. As mentioned earlier in section 3.1.2,
the object distance has negative values related to the Z-coordinate axis.
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Figure 3.22: Lens equation Geometry.

Lens equation,
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f
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1

−Z
+

1

Z ′ (3.1)

Magnification,

m =
Y ′

Y
=

Z ′

Z
(3.2)

Half-sided viewing angle,

ω = arctan(
Y

Z
) = arctan(

Y ′

Z ′ ) (3.3)

With a half object height of Y = 30 mm at a distance of Z = -150 mm
and a focal length f = 8 mm of the achromat lens the image height
Y’, distance Z’ and the half-sided viewing angle can be calculated using
lens equation (or with the PreDesigner software accompanying WinLens,
Figure E.1 in the appendix). The image height is around 1.7 mm at a
distance of 8.45 mm as shown in Table 3.1.
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Table 3.1: Design parameter for the Achromat lens and the Coca Cola
can based on lens equation

Parameters Values
Focal length f 8 mm
Object Distance Z -150 mm
Image Distance Z’ 8.45 mm
Object height Y 30 mm
Object angle ω -11.31 deg
Image height Y’ -1.69 mm

With this the symmetrical double-sided image height (2Y’) is around
3.4 mm which fits within the longer side of the imager’s pixel area in
full resolution of around 3.5mm from image specifications Table 2.1.
Therefore, it is proven that in order to project the full object diameter
of the beverage can within the longer side of the pixel area the lens with
8 mm focal length in WinLens and the existing achromat lens with 7.5
mm focal length for practical measurements, introduced in section 2.4.2,
can be used.
Image surface of cylindrically curved object
The sketch in Figure 3.23 gives the geometric overview on calculations
for cylindrically curved objects, like the beverage can. Coordinates of
object points (Z, Y) on the cylinder surface facing towards the lens are
described by radius r0 and angle α around the center distance z0 on
the optical axis as given in equation 3.2 and 3.3 with α = -90° – +90°
(half-sided 0 – +90°).

Figure 3.23: Geometric sketch for a curved object.
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Coordinates of the projected image points (Z’, Y’) by an ideal lens are
calculated on basis of the lens equation solved for Z’, equation 3.6 and
3.7. Equivalent to the image height Y’, the field fraction FF normalized
to Y ′

max can be given by eq. 3.8, when results have to be further com-
bined with coordinates simulated in WinLens.

Object distance,

Z = z0 + r0 cosα (3.4)

Object height,

Y = r0. sinα (3.5)

Image Distance,

Z ′ =
(f ∗ Z)
(f + Z)

(3.6)

Image height,

Y ′ = Y ∗ Z ′

Z
(3.7)

Field Fraction,

FF =
Y ′

Y ′
max

=
Y

Y ′
max

∗ Z ′

Z
(3.8)

Calculating the projected image points (Z’, Y’) in this way with the
design parameter corresponding to Table 3.1 with z0 = 150mm, r0 =
30 mm, Y ′

max = -1.69 mm and for the angle range α = -90° – +90° results
in symmetrical plot of image surface for the cylindrical curved object for
the ideal lens in Figure 3.24.
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Figure 3.24: Image surface of the cylindrical curved object for the ideal
lens.

Normally only the defocus ∆Z’ as a function of image height Y’ is of
interest, which is the difference against a virtual image plane as defined
in Figure 3.24 above. This symmetrical defocus function ∆Z’ = ∆Z’(Y’)
is plotted in Figure 3.25 below for the half-sided image height. E.g. at
image height Y’ = 1.0mm the defocus equals ∆Z’= 0.019 mm. With this
diagram representation ∆Z’ = ∆Z’(Y’) further defocus contributions
from lens aberrations obtained from WinLens for real lenses can be
added up. Also, the radius of curvature of the osculating circle R at
the origin can be extracted by means of a polynomial trend-line as an
estimate of the necessary bending of the imager foil.

Figure 3.25: Defocus ∆Z’ as a function of image height Y’ of the cylin-
drical curved object for the ideal lens.
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3.3.4 Exporting WinLens simulation results
Now, we consider WinLens simulation results for an additional defocus
due to field aberration of real lenses which are obtained for flat objects.
Astigmatism in conjunction with the Petzval Field curvature, Figure
3.10, is the main contribution and data can be exported from WinLens’
graphical interface in Figure 3.19 into an Excel-sheet. It is as a set of
values retrieved from ray tracing of 20 object points (in the plane at Z
= -150 mm) uniformly spread over the normalized field fraction from 0
(optical axis) to 1 (at |Y’max|= 1.69mm) in steps of 0.05. The relevant
data we use are the field fraction (for calculating the image height) and
the field curve giving the defocus for the circle of least confusion CLC
(which is the mathematical average of tangential and sagittal surfaces
at a given image height).
The Excel calculation sheet in Table 3.2 shows the Field Fraction
steps and respective Field curve deviations exported from WinLens
in the first and fourth column, respectively. In the second column the
Image Height is calculated using equation 3.8 and in the third column
the defocus values Delta z’ from lens eq. of Figure 3.23 for the
cylindrical curved object are interpolated for the uniform field fraction
steps. In the last column named Lens eq + field curve both defocus
values are added up for each step.

Table 3.2: Data from WinLens and imported to Excel for calculation.

38



3.3.5 Discussion of the simulation results
Three data columns from Table 3.2 namely Delta z’ from lens eq. (col.3),
Field curve (col.4) and Lens eq + field curve (col.5) are plotted over the
Image Height (col.2) in Figure ?? showing the different the different
defocus contributions:

– Delta z’ from lens eq. is the deviation in the image plane for
the curved object assuming an ideal lens with no aberration. At
the max image height of 1.69 mm (last row of Table 3.2)it is 24%
of the lens aberration given by the Field curve.

– Field curve gives the image curve deviations for field curvature
of a flat object obtained for the 8mm achromat lens simulated
from WinLens. This deviation is the desired bending surface for
a plain object.

– Lens eq + field curve is the overall deviation which is the sum
of the deviation from curved object (column 3 in Table 3.2) and
the deviation from the flat object of WinLens (column 4 in Table
3.2). This overall deviation is the desired bending surface for the
curved object.

Figure 3.26: Graphical observation of the defocus contributions and cur-
vature of the image surfaces.
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From the two curves, Field curve and Lens eq + field curve, we
obtained the respective polynomial equations using the trendline option
in Excel. Using the second order coefficient of these trendlines from the
curves, we can calculate the radius of curvature using the methodology
given below.
The radius of curvature R of the osculating circle of the function z=
z(y) is defined by,

R =
(1 + (dzdy)

2)
3
2

d2z
dy2

(3.9)

For the symmetric trend-line of 2. Order, we can neglect the first order
coefficient, therefore

dz

dy
= 2a2 ∗ y (3.10)

where a2 is second order coefficient.

d2z

dy2
= 2a2 (3.11)

At the origin on the optical axis for y=0 and dz
dy = 0, equation 3.9

becomes,

R =
1

2a2
(3.12)

Where dz
dy and d2z

dy2 are the first and second derivatives of the equations
from the curves. Using these equations from the graph in Figure 3.26
and the equation for Radius of curvature R in 3.12 we found the bending
radius of -4.45 mm for the flat object curve of WinLens (Field curve only)
and -3.47 mm for the curved object (field curve and the lens equation).
This way we can theoretically calculate the required radius of curvature
for the image plane around the optical axis (Y’ = 0) and use it as an
estimate for the mechanical mount of the CFP imager foil. In the next
section, we will see the implementation of this using different lenses and
a hardware setup.
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3.4 Summary
In this section, we learned about WinLens, along with some of its fea-
tures and the coordinate system it uses. We also discovered the various
lens options as well as the various forms of aberrations. Then, using
WinLens, we compared these lenses’ simulations. Additionally, we then
found out about image sharpness and calculation of radius of curvature
for curved objects.

41



Chapter 3
Optical simulation

42



4 Optical system construction

4.1 Embedding foil on a bendable material

Embedding a foil on a bendable material can be done using various
methods, depending on the specific requirements and materials involved.
Firstly, selection of the material is very important. We have used a
bendable metal sheet and can embed an aluminum foil or, in this case
a polymer foil. Next, the bendable material was cleaned to ensured it
was free from grease, dust or any other contaminants that may affect
the adhesion. In the next step, for adhesive selection, we have used soft
gum to embed the foil on the bendable metal sheet and spread it over
with a brush and ensured it did not affect the flexibility of the foil.

The positioning of the foil on the bendable metal was a big challenge as
we had to position the center of the image sensor on the center of the
bendable metal so that the optical axis was observed at the center of
the field of view on the image. Although, since this was done manually
and accounted for human errors, this positioning was not so accurate.
We will have a deeper insight on this in the later stage of this chapter.
The embedding of the foil is shown in Figure 4.1. Once the foil was
glued onto the bendable material, it was pressed and secured, and then
allowed to cure. Now the bendable foil was ready to be used. In the
next section, we will explore the mechanical setup and construction of
the optical system.
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Figure 4.1: Embedded foil on a metal sheet.

4.2 Mechanical setup of the optical system

The mechanical setup of an optical system is a critical aspect that di-
rectly impacts the system´s performance, stability, and reliability. It
involves the careful design, construction, and arrangement of mechani-
cal components and structures to support and align the optical elements
in the desired configuration. A well-engineered mechanical setup ensures
precise positioning, stability, and efficient transmission of light, enabling
the optical system to achieve optimal functionality and meet specific
performance requirements.
One important aspect of the mechanical setup is the selection and de-
sign of mechanical components and structures, such as optical mounts,
stages, rails, and brackets. The choice of materials is crucial to ensure
rigidity, stability, and compatibility with the optical elements and the
surrounding environment. Mechanical components should be fabricated
with high precision to minimize any mechanical distortions or misalign-
ments.
Alignment and positioning mechanisms are another essential element of
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the mechanical setup. These mechanisms allow for precise adjustment
and alignment of the optical elements, including lenses, mirrors, filters,
and beam splitters. Micrometer screws, fine-tuning stages, and kine-
matic mounts are commonly used to achieve accurate positioning and
alignment. The mechanical setup should provide ease of adjustment,
repeatability, and stability to ensure precise alignment of the optical
components for the desired optical performance.

The mechanical setup should also consider ease of maintenance and ac-
cessibility. Optical systems may require periodic adjustment, cleaning,
or component replacement. Therefore, the mechanical design should fa-
cilitate convenient access to critical components and allow for easy disas-
sembly and reassembly without compromising the alignment or stability
of the system. In this thesis, we have built a similar mechanical setup
using optical elements such as lenses, stages and mounts to achieve the
desired optical performance. A micrometer screw was used to move the
lens towards the image sensor while it was subject to bending, thereby
increasing the object distance accordingly for better clarity of the image.
The same is represented in Figure 4.2.
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Figure 4.2: Mechanical arrangement of optical system. 1) Bending Foil
2) Lens 3) Bending apparatus 4) Plane object test setup.

The positioning and alignment of the lens and image sensor on the foil
was a tedious process. To verify if the foil was embedded on the metal
sheet correctly, meaning to check if the image sensor was placed at the
center of the metal sheet, we conducted a mechanical check to determine
if the optical axis was at the center of the field of view. Figures 4.3 and
4.4 provide an explanation of this process.

In Figure 4.3 1), we can observe the manual verification using a scale
to check if the alignment is on a straight line. In Figure 4.3 2), the
LED is focused on the image sensor, but not exactly at the center of the
image sensor. This discrepancy occurred due to human error during the
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process of attaching the foil onto the metal sheet. Figure 4.4 confirms
that the center of the image sensor or the optical axis is not located at
the center of field of view.

Figure 4.3: Optical axis verification: Checking alignment using the scale
(Left). The LED is focused on the image sensor (Right).

We used a micrometer screw in attachment with the lens to address the
defocusing issue caused by bending the foil. By adjusting the micrometer
screw, we were able to move the lens towards the sensor, allowing us to
observe and measure the defocus in millimeters.

Figure 4.4: Image of the projected LED on the image sensor taken with
the readout electronics. The optical axis is marked by the
luminated LED center.
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The setup for the foil attached to the PCB was screwed to the base
to prevent any mechanical movement that could potentially damage
the foil during bending. The PCB received data from the foil, which
was then displayed on the software through the computer connected
via LAN. In this mechanical setup, we utilized objects such as Coca
Cola can to observe curved object. This can be particularly useful in
applications where quality assurance is important, as it allows us to
check the smoothness of the curvature. We have used it also because
of its cylindrical shape which enable us to make similar curvature in
WinLens software. Additionally, we used a siemens star printed on a
plane sheet for the plane image observation. The resolution of optical
equipment, is tested using a Siemens star. On a white background, it
consists of a pattern of white "spokes" that radiate from a central point
and get wider as they move out from it. The spokes and the spaces
between them get smaller the closer to the center one looks, but they
never touch except at the exact center of the star [32], see Figure 4.5.

Figure 4.5: Siemens Star. Source: [32].

The block diagram of the entire measurement setup is shown in Figure
4.6. The final mechanical setup of the optical system is shown in Figure
4.7. In the next section we will delve into image observation, calculation,
and verification of the radius of curvature.
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Figure 4.6: System block diagram including Optical, mechanical and
electrical parts.

Figure 4.7: Final Measurement setup of the optical system.
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4.3 Measurement Results

4.3.1 Radius of curvature
Image observation is a fundamental process and one of the key aspects
of image observation is the quality of the acquired images. The clarity
and resolution of the images significantly impact the observer’s ability
to extract accurate and valuable information.
In our thesis, as mentioned earlier, we simulated the objects for different
lenses including biconvex and achromat lenses. Using these simulation
data, we observed images obtained with these lenses. However, due to
the lower accuracy of the biconvex lens, we decided to proceed with
achromat lenses with different focal lengths. In the upcoming section,
we will examine how the images appear when the image sensor is plane
and during bending.
Before diving into the image observations, we derived a relationship be-
tween the bending radius and the inner (curve) distance to calculate the
bending radius. Figure 4.8 provides a schematic explanation. From the
images we can observe how the vernier reading is measured for bending.
V in mm is the vernier bending, D in mm is the distance of the solid
structure holding the metal sheet, and d in mm is the inner (curve) dis-
tance which is calculated as d= V- 2D in mm. The objective is to find
the inner distance d in relation with bending radius in mm. By knowing
the vernier reading, we can calculate the bending radius.

Figure 4.8: Schematic sketch of the vernier reading compared to the
vernier reading in the image.
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Figure 4.9: Increasing Bending of image sensor foil with respective
vernier width. 1) 50.13 mm 2) 45.35mm 3)43.97 mm
4)42.58 mm.

From Figure 4.9 we can see different bending of the foil and the respec-
tive vernier bending. Using these images and IrfanView software, we
extract points (x,y pixel coordinates) along the bended metal sheet and
created a dataset in an excel sheet. By using the trendline equation and
the equation 3.9 mentioned in the previous chapter, we calculated the
radius of curvature for each respective vernier reading. The results of
these calculations can be seen in Table 4.1, and the respective graph is
presented in Figure 4.10 for a vernier reading of 42.58mm. The orange
highlighted box shows the symmetric center of the curve.
This was repeated for different bending curves and the respective ra-
diuses were calculated. Since we now have the radiuses for different
vernier reading, we can plot the graph between inner distance d (d=
V-2D) in mm and the calculated radiuses shown in Table 4.3. This
graph is shown in the Figure 4.11. From this graph, we can establish
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the relationship using the trendline equation. However, it’s important
to note that this equation may not be entirely accurate and could be
subject to an difference of approximately ± 2%. This is because for d=
28.55 mm we got a Radius of curvature of R = -11.99 mm but we should
have ideally got a value of -12.20 mm.

Table 4.1: Data collected from IrfanView software and calculated to ob-
serve the same curve of bending 42.58 mm in Excel.

Figure 4.10: The curve for 42.58 mm bending.
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Table 4.2: Data for respective for inner distance d and ROC in mm.

Figure 4.11: Graph and equation to calculate Radius of curvature in
relation to inner distance d.

From this graph in Figure 4.11 the relation is given as,

R = 0.03 d2 − 2.3435 d + 30.46 (4.1)

4.3.2 Image Acquisition and Analysis

During the image observation, we used two achromat lenses with focal
lengths 15 mm and 7.5 mm. The 15 mm was used for pre-testing and
7.5 mm lens for final measurements and comparison with the simulation
results. We chose these lenses based on their availability in the office
and their suitability for our image sensor, which was determined using
the lens equation and other relevant parameters. The mechanical setup
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for the different lenses was adjusted in accordance with image distance
and object distance, with the aperture wide open. First let’s examine
the image observation using the 15mm lens and a Coca Cola can as the
object. While observing through this lens, we had recorded images at
the initial position which is the plane image sensor and then respectively
increasing the bend thereby decreasing the inner distance d in mm. Fig-
ure 4.12 shows the readings from plane image sensor, a bend with V=
45 mm and V= 42.5 mm.

54



Figure 4.12: Pre-test images on the 15 mm achromat lens. 1) Plane
image sensor with no bend 2) Bending with V=45 mm 3)
Bending with 42.5 mm.
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As we can see from the Figures 4.12, there is better clarity on the edges
of the image with 42.5 mm bend than when the image sensor was plane.
For this specific bending with a vernier reading of V=42.5 mm, calculate
the radius of curvature using the relationship between d and R described
in Equation 4.1 and it resulted in radius of curvature of -6.88 mm. Sim-
ilarly, we repeated the observation using the 7.5 mm lens, with the Coca
Cola can as the object. The images from the same are shown below.

Figure 4.13: Images on the 7.5mm achromat lens. 1) Plane image sensor
with no bend 2) Image sensor with the bend of V= 40.5 mm.

From Figure 4.13, we can observe that with the bending of V= 40.5 mm,
the edges of the image exhibit significantly improved clarity compared
to those captured with a plane image sensor. To calculate the radius of
curvature for this bending, we use the same equation (Equation 4.1) that
relates the inner distance (d) to the radius of curvature (R). The calcu-
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lated radius of curvature is -4.75 mm, with a difference of approximately
±2%. When compared it to the Radius of curvature in the simulation
results for a curved object of -3.47 mm, the difference is +36%. This is
because during the bending measurement, we bent the image sensor to
a vernier distance of V = 40.5 mm and we could see the difference in
the image clarity between the plane image sensor and the bent sensor
very clearly. There was also a risk of the image sensor being damaged
on further bending, therefore I stopped at bending of V =40.5 mm. Ad-
ditionally, using the 7.5 mm achromat lens, we also tested the plane
object: a Siemens star printed on a paper. The focused was set on the
middle row of 3x3 Siemens star array. The image for the same is shown
in Figure 4.14.

Figure 4.14: Images on the 7.5mm achromat lens. 1) Plane object
of Siemens star 2) Plane image sensor 3) Bending of
V=40.5 mm.
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For the bending of 40.5mm for the plane object observation, radius of
curvature R = -4.73 mm. When compared it to the radius of curvature
in the simulation results for a flat object of -4.45 mm, the difference is
+6%, see Table 4.3. Based on the above observations and calculations,
we can infer the quality of the image and its relationship to the radius
of curvature.

Table 4.3: Comparison of measurement and simulated results.

4.4 Summary
In this section, we have explored and discussed several aspects related
to the embedding of the foil on a metal sheet, as well as the measure-
ment setup and image observation process. We discussed the challenges
in positioning the foil on the metal sheet and also the importance of
the mechanical setup in achieving optimal performance, stability, and
reliability of the optical system. Furthermore, we presented the process
of calculating the radius of curvature in relationship with the bending
distances. Lastly, we did the image observation and calculated the re-
lation of radius of curvature to the sharpness and clarity of the image
and compared to the results from simulation.
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5 Conclusions and Outlook

Curved image sensors have shown significant potential in improving op-
tical performance and reducing aberrations. Despite challenges in man-
ufacturing, ongoing efforts are expected to overcome these obstacles,
driving wider adoption and integration into various imaging devices.

In this thesis, we explored the history of curved image sensors and their
applications in everyday life. We also learned about the Chip Film Patch
(CFP) technology, the manufacturing process, and existing approaches.
The Integration of the chip system into a foil was also discussed in detail.

In the next chapters, we saw an introduction to optical simulation soft-
ware, learnt about its coordinate systems, lenses it has to offer and
different types of aberrations in optics. We then used different lenses
to see the simulation and observe their respective field aberrations and
spot diagrams and saw how the field curvature best fits. We also anal-
ysed image sharpness in WinLens for a plane object and also did a
manual calculation and observation considering the curved object. By
combining the resulting two image curvatures, we calculated the radius
of curvature using the graphs and trendline equations.

In the next chapter, we had an insight on the hardware measurement
setup of the optical system and considered different objects for observa-
tion. We conducted image analysis and compared the sharpness between
a plane image senor and a gradually bent image sensor. We developed a
manual method for calculating the radius of curvature of the bent image
sensor on the metal sheet. We then compared these calculated values
with the results obtained from simulations, finding them to be similar
with an accuracy of approximately 36% for the curved object and 6%
for a flat object. Therefore, the expected bending of the image sensor
was observed with the measurement setup.
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In conclusion, the future of curved image sensors looks promising, with
potential advancements poised to transform photography, computer vi-
sion, and specialized applications. As technology progresses, we can
expect a new area of imaging capabilities and experiences, where curved
image sensors play a pivotal role in delivering high-quality and immer-
sive visual content.
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Simulations

Figure E.1: Predesigner screenshot for appropriate selection of the lens

Figure E.2: Screenshot Simulation of biconvex lens for focal length of
12.5 mm
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Figure E.3: Screenshot Simulation of biconvex lens for focal length of
12.99 mm

Table E.1: Calculations using lens equations for a curved object
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Appendix
Lens Holder design

Figure E.4: Lens Holder Design.
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